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Abstract

We investigate compactness properties of the Riemann–Liouville operator Ra of fractional

integration when regarded as operator from L2½0; 1� into CðKÞ; the space of continuous

functions over a compact subset K in ½0; 1�: Of special interest are small sets K; i.e. those
possessing Lebesgue measure zero (e.g. fractal sets). We prove upper estimates for the

Kolmogorov numbers of Ra against certain entropy numbers of K: Under some regularity

assumption about the entropy of K these estimates turn out to be two-sided. By standard

methods the results are also valid for the (dyadic) entropy numbers of Ra: Finally, we apply
these estimates for the investigation of the small ball behavior of certain Gaussian stochastic

processes, as e.g. fractional Brownian motion or Riemann–Liouville processes, indexed by

small (fractal) sets.
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1. Introduction

The aim of the present paper is to investigate compactness properties
of the Riemann–Liouville fractional integration operator Ra when regarded
as an operator from L2½0; 1� into CðKÞ (the space of continuous functions
over K) for certain compact subsets KD½0; 1�: Here, as usual, the operator Ra is
defined by

ðRa f ÞðtÞ :¼ 1

GðaÞ

Z t

0

ðt � sÞa�1f ðsÞ ds; tA½0; 1�: ð1:1Þ

Properties of Ra as operator from L2½0; 1� into CðKÞ are of special interest
for ‘‘small’’ sets K ; i.e. those with Lebesgue measure zero. To our opinion
those questions are interesting in their own right, although our main motivation
for their investigation came from the theory of stochastic processes. Recall
that Ra is tightly related to the fractional Brownian motion BH of Hurst

index H ¼ a� 1
2
as well as to the so-called Riemann–Liouville process WH

(cf. [13,17,18] or Section 6). Thus our results lead to a deeper insight into
the structure of BH and WH when indexed by ‘‘small’’ subsets K in ½0; 1�
(e.g. fractal sets). From a probabilistic point of view similar questions were recently
treated in [19] and led to new properties for a large class of Lévy processes. Let us
also mention some related results in [3] where the authors investigate compactness
properties of integral operators in dependence of the entropy numbers of the
underlying compact set.
We shall use two different quantities to measure the degree of compactness of Ra;

namely Kolmogorov and (dyadic) entropy numbers. Let us shortly recall their
definition.
If S is a compact operator from a Banach space E into a Banach space F its

Kolmogorov numbers dnðSÞ are defined by

dnðSÞ ¼ dnðS :E-FÞ :¼ inf sup
jjxjjEp1

dF ðSx;FnÞ: FnDF ; dimðFnÞon

( )
; ð1:2Þ

where, as usual,

dF ðy;FnÞ :¼ inffjjy � zjjF : zAFng

denotes the distance of yAF to the subspace Fn (w.r.t. the norm in F ).
The (dyadic) entropy numbers of S are given by

enðSÞ ¼ enðS :E-FÞ :¼ inf e40 : SðBEÞC
[2n�1

j¼1
ðyj þ eBF Þ

( )
:

Here BE and BF denote the (closed) unit balls in E and F ; respectively. In other
words, enðSÞ is the infimum over all e40 such that SðBEÞ can be covered by at most

2n�1 balls of radius e40 in F : We refer to [6,24–26] for more information about
Kolmogorov and entropy numbers.

ARTICLE IN PRESS
W. Linde / Journal of Approximation Theory 128 (2004) 207–233208



As shown in [5,7,23] these two numbers are tightly related. For example, if an
operator S maps a Hilbert space H into a Banach space E; then it holds

dnðS :H-EÞEn�g 
 ðlog nÞb

for some g41
2
and bAR iff

enðS :H-EÞEn�g 
 ðlog nÞb:

Here we have used the following notation. Given two sequences ðanÞnX1 and ðbnÞnX1

of positive real numbers we write an%bn provided that anpc 
 bn for a certain c40:
If, furthermore, also bn%an; then we write anEbn:
Let us come back to Ra as defined in (1.1). First note that Ra maps L2½0; 1� into

Lq½0; 1� for a certain qX1 iff a4maxf0; 1=2� 1=qg: Moreover, if 2pqpN; then

dnðRa : L2½0; 1�-Lq½0; 1�ÞEenðRa : L2½0; 1�-Lq½0; 1�ÞEn�a ð1:3Þ

(cf. [1,11,17]). Observe that for a41
2
the functions Ra f ; fAL2½0; 1�; are continuous,

thus in this case we may regard Ra as operator from L2½0; 1� into C½0; 1�: Of course,
the asymptotic in (1.3) remains valid in this case as well.

Given a compact subset KD½0; 1�; then for a41
2
the operator Ra may be regarded

in natural way as operator from L2½0; 1� into CðKÞ; i.e. we investigate Ra f with
respect to the norm

jjRa f jjCðKÞ ¼ sup
tAK

jðRa f ÞðtÞj; fAL2½0; 1�:

Intuitively it is clear that the degree of compactness of Ra should increase (i.e. its
Kolmogorov and/or entropy numbers tend to zero faster) provided that K becomes
smaller. To make this more precise we need some suitable measure for the size of the
compact set K: At a first glance one might expect the Hausdorff dimension of K as
such a measure. Yet it turns out that this not the right quantity for our purposes.
More suited are quantities related with the so-called box dimension of K (cf. [9]), i.e.
we describe the size of K by its covering properties. More precisely, an adequate tool
for the size of K is the behavior of its entropy numbers emðKÞ defined by

emðKÞ :¼ inf d40 :KD
[m
j¼1

Dj; Dj intervals of lengthod

( )
: ð1:4Þ

If 1
2
oap3

2
; then Ra is known to map L2½0; 1� into Ca�1=2½0; 1�; the space of ða� 1

2
Þ–

Hölder continuous functions over ½0; 1�: Hence, for those a’s quite general assertions
about so-called Hölder operators apply and the results in [4,6,30] lead to the
following:

Proposition 1.1. Suppose 1
2
oap3

2
and emðKÞphðmÞ for a regularly varying decreasing

function h: Then this implies

dmðRa : L2½0; 1�-CðKÞÞpc 
 m�1=2 
 hðmÞa�1=2: ð1:5Þ
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The disadvantage of the preceding result is that it does not apply for large a’s.
This is somehow surprising because the larger a the smoother the functions Ra f

are. Thus our main goal was to extend Proposition 1.1 to arbitrary a41
2

and, moreover, to estimate the Kolmogorov numbers of Ra directly by the entropy
numbers of the underlying set K : In the latter problem we did not succeed

completely, because the case 1
2
oao1 is not covered by the following main result of

this paper.

Theorem 1.2. Let aX1: Then there is a kAN such that for all compact sets KD½0; 1� it

follows that

dkmðRa : L2½0; 1�-CðKÞÞpc 
 m�1=2 
 emðKÞa�1=2; mAN: ð1:6Þ

For example, one may choose k ¼ 4 ½a� þ 11:

Applying Carl’s inequality (cf. [5]) to Theorem 1.2 we get the following estimate for
the entropy numbers of the Riemann–Liouville integration operator.

Theorem 1.3. Let KD½0; 1� be compact and suppose that emðKÞphðmÞ; mAN; for

some decreasing function h satisfying supmX1hðmÞ=hð2mÞ :¼ loN: Then for aX1

there is a c40 (only depending on l and a) such that

emðRa : L2½0; 1�-CðKÞÞpc 
 m�1=2 
 hðmÞa�1=2: ð1:7Þ

Remark. Estimate (1.7) is tightly related to results presented in [33]. But
observe that there only sets K are investigated which satisfy some kind of
self-similarity while our estimates apply to arbitrary compact subsets of the unit
interval.
Furthermore, we prove that under some regularity assumptions about emðKÞ

estimate (1.6) is optimal. More precisely, the following will be shown.

Theorem 1.4. Suppose a41
2

and let KD½0; 1� be a compact set such that for some lX1

we have

emðKÞpl 
 e2mðKÞ; mAN: ð1:8Þ

Then it follows that

dmðRa : L2½0; 1�-CðKÞÞXc 
 m�1=2 
 emðKÞa�1=2; ð1:9Þ

where c40 only depends on a and l:

Combining the preceding Theorem with Theorem 1.2 (resp. Proposition 1.1 for
1
2
oao1) and with the above-mentioned relation between the entropy and

Kolmogorov numbers for operators defined on Hilbert spaces leads to the following.
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Corollary 1.5. Suppose that emðKÞEm�y 
 ðlog mÞb for some yX1 and bAR (note that

by KD½0; 1� we necessarily have bp0 for y ¼ 1). Then this implies

dmðRa : L2½0; 1�-CðKÞÞE emðRa : L2½0; 1�-CðKÞÞ

Em�1=2�yða�1=2Þ 
 ðlog mÞbða�1=2Þ:

The organization of the paper is as follows. In Section 2 we prove
Theorem 1.2 first for integer a’s. Then a multiplication formula (Lemma 3.2)
allows us to deduce the general case from that of integer a’s. This will be carried
out in Section 3. In Section 4 we prove Theorem 1.4. Again we derive the proof
from that for integer a’s. Compact sets KC½0; 1� with Lebesgue measure zero
admit a very special (Cantor like) representation which allows quite precise
estimates for emðKÞ: The representation as well as the two-sided entropy
estimates will be subject of Section 5. Finally, in Section 6 some
probabilistic applications will be stated and proved. For example, we
determine the small ball behavior of fractional Brownian motions and
Riemann–Liouville processes indexed by compact subsets K of ½0; 1� in dependence
of the size of K:
Throughout the paper c with or without subscript always denotes a positive

constant (maybe different at each occurrence) which is either universal or depends
only on the order of the Riemann–Liouville operator.

2. Proof of Theorem 1.2 for integer a’s

As already mentioned, when a43
2
the results about Hölder continuous operators

do no longer apply. Hence some completely different approach is necessary. The
basic idea is to cover K in an optimal way by m intervals D1;y;Dm with jDjjod and
to prove very precise estimates (in dependence of d and m) for dnðRaÞ as operator
with values in CðDÞ where D :¼

Sm
j¼1 Dj:

Let us fix the notation. Here and later on D1;y;Dm are always intervals

in ½0; 1� with disjoint interior, say Dj ¼ ½aj ; bj�; 1pjpm; and D :¼
Sm

j¼1 Dj:

We may regard now Ra as operator from L2½0; 1� into CðDÞ in the usual
way, i.e.

ðRa f ÞðtÞ :¼ 1

GðaÞ

Z t

0

ðt � sÞa�1f ðsÞ ds; tAD: ð2:1Þ

When splitting Ra into m independent pieces we obtain an operator RD
a mapping

L2ðDÞ into CðDÞ acting as follows:

ðRD
a f ÞðtÞ :¼ 1

GðaÞ
Xm

j¼1

Z t

aj

ðt � sÞa�1f ðsÞ ds 
 1Dj
ðtÞ; tAD: ð2:2Þ

Our strategy is to compare the compactness properties of Ra with those of RD
a in

dependence of m and the length of the intervals. To this end we introduce operators
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S j
a ; 1pjpm; mapping L2½0; aj� into CðDjÞ by

ðS j
a f ÞðtÞ :¼ 1

GðaÞ

Z aj

0

ðt � sÞa�1f ðsÞ ds; tADj: ð2:3Þ

Since

Ra � RD
a ¼

Xm

j¼1
S j
a ð2:4Þ

it is necessary to investigate properties of the S j
a ’s more thoroughly.

Let m ¼ 1; i.e. we have only one interval D ¼ ½a; b� and only one operator Sa

defined by (2.3), i.e.

ðSa f ÞðtÞ :¼ 1

GðaÞ

Z a

0

ðt � sÞa�1f ðsÞ ds; aptpb: ð2:5Þ

For each a40 this operator maps L2½0; a� into L2ðDÞ and if a41
2
; then Sa is even an

operator into CðDÞ:
A first result describes the structure of Sa for integer a’s.

Lemma 2.1. If a is an integer, then it follows that rkðSaÞpa:

Proof. Writing Sa as

ðSa f ÞðtÞ ¼ 1

GðaÞ
Xa�1
k¼0

a� 1

k

� �Z a

0

ð�sÞa�1�k
f ðsÞ ds 
 tk 
 1DðtÞ

immediately proves the lemma. &

We are now in the position to estimate dnðRa : L2½0; 1�-CðDÞÞ in the case of
integer a’s.

Proposition 2.2. Suppose aAN and let D1;y;Dm be intervals in ½0; 1� as before with

union D: Then for any nAN we have

dnþ2maðRa : L2½0; 1�-CðDÞÞpc 
 n�a 
 jDja�1=2: ð2:6Þ

In particular, if jDjjod; 1pjpm; then it follows that

dð2aþ1ÞmðRa : L2½0; 1�-CðDÞÞpc 
 m�1=2 
 da�1=2: ð2:7Þ

Proof. Since (2.4) and Lemma 2.1 imply for integer a’s that rkðRa � RD
a Þpma; we

conclude dmaþ1ðRa � RD
a Þ ¼ 0: Using additivity properties of the dn’s this leads to

dnþmaðRaÞpdnðRD
a Þ as well; ð2:8Þ

dnþmaðRD
a ÞpdnðRaÞ: ð2:9Þ

Both estimates are valid for any choice of m disjoint intervals D1;y;Dm in ½0; 1�: In
particular, the remain true when we shift D1;y;Dm to the left, i.e. when passing to
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*D1;y; *Dm with jDjj ¼ j *Djj; 1pjpm; and

*D :¼ *D1,?, *Dm ¼ ½0; jDj�:

We are going to apply (2.8) for D1;y;Dm and (2.9) for *D1;y; *Dm: In the latter case

the operator Ra (which we denote by R̃a in order to distinguish it from the operator
given by (2.1)) maps L2½0; jDj� into C½0; jDj�; hence by the scaling properties of Ra and
by (1.3) we obtain

dnðR̃aÞpc 
 jDja�1=2 
 n�a; nAN: ð2:10Þ

Since RD
a may be isometrically transformed into R

*D
a it follows that

dnðRD
a Þ ¼ dnðR

*D
a Þ; nAN: ð2:11Þ

Hence by (2.8)–(2.11) we finally arrive at

d2amþnðRa : L2½0; 1�-CðDÞÞp damþnðRD
a Þ ¼ damþnðR

*D
a Þ

p dnð *RaÞpc 
 jDja�1=2 
 n�a

as claimed.
Estimate (2.7) may be immediately derived from (2.6) by choosing n ¼ m:
As consequence of Proposition 2.2 we may now prove Theorem 1.2 for special a’s.

Proof of Theorem 1.2. for integer a0s: Given a natural number m we choose a
covering of K by m intervals D1;y;Dm such that d :¼ sup1pjpm jDjjp2 
 emðKÞ: Let
as before D be the union of the Dj’s. Then we define an operator F : CðDÞ-CðKÞ by
Fð f Þ :¼ f jK and obtain

½Ra : L2½0; 1�-CðKÞ� ¼ F3½Ra : L2½0; 1�-CðDÞ�:

Consequently, if aAN; by Proposition 2.2 it follows that

dð2aþ1ÞmðRa : L2½0; 1�-CðKÞÞp jjFjj 
 dð2aþ1ÞmðRa : L2½0; 1�-CðDÞÞ

p c 
 m�1=2 
 da�1=2pc0 
 m�1=2emðKÞa�1=2:

This completes the proof of (1.6) with k ¼ 2aþ 1: &

3. Proof of Theorem 1.2—general case

We turn now to the case of non-integer a’s. Here (2.8) and (2.9) are no longer
valid, thus we have to find some substitute for these estimates.
We start with introducing another helpful sequence of so-called operator numbers.

Let S be an operator from a separable Hilbert space H into a Banach space E: Then
S is said to be an l-operator provided that

XS :¼
XN
k¼1

xkSfk ð3:1Þ
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converges a.s. in E for some (each) ONB ð fkÞkX1 in H: Here ðxkÞkX1 denotes an i.i.d.

sequence of Nð0; 1Þ-distributed random variables. Whenever S is an l-operator, its l-
norm is defined by

lðSÞ :¼ ðEjjXSjj2Þ1=2:

Given an l-operator S :H-E we set

lnðSÞ :¼ infflðS � AÞ: A :H-E; rkðAÞong:

For properties of these numbers we refer to [13,17,26].
Let now S be a compact operator between two Hilbert spaces H1 and H2: Then S

admits a so-called Schmidt representation, i.e.

Sh ¼
XN
n¼1

sn/h; fnSgn

with s1Xs2X?X0 tending to zero and two orthonormal systems ð fkÞkX1 and

ðgkÞkX1 in H1 and H2; respectively. The sn’s are usually called the singular numbers

of S: It is known (cf. [24, 11.3.3]) that then dnðSÞ ¼ sn for nAN: Furthermore, S is an
l-operator iff it is Hilbert–Schmidt, i.e. iff the sn’s are square summable and,

moreover, as easily can be seen (cf. [13]) then we have lnðSÞ ¼ ð
P

N

k¼n s
2
kÞ

1=2: In

particular, it holdsffiffiffi
n

p
d2n�1ðSÞplnðSÞ: ð3:2Þ

It is worthwhile to mention that a deep result due to Pajor and
Tomczak–Jaegermann (cf. [22]) asserts that (3.2) remains valid (with some
universal constant on the right-hand side) for l-operators with values in Banach
spaces.

The following Lemma is crucial to get rid of a factor
ffiffiffiffi
m

p
later on. Before

formulating it let us fix the notation. Given Hilbert spaces H1;y;Hm the Hilbert
space l2ðHjÞ is then defined by

l2ðHjÞ :¼ fx ¼ ðx1;y; xmÞ: xjAHjg

with norm jjxjjl2ðHjÞ :¼ ð
Pm

j¼1jjxjjj2Þ1=2:

Lemma 3.1. Let S1;y;Sm be l-operators mapping H into some Hilbert spaces

H1;y;Hm: Define S :H-l2ðHjÞ by Sh :¼ ðS1h;y;SmhÞ for hAH: Then for each

nAN it follows that

ffiffiffiffiffiffiffi
nm

p

 d2nm�1ðSÞp

Xm

j¼1
lnðSjÞ2

" #1=2
: ð3:3Þ

Proof. Let Aj :H-Hj be operators of rank on such that

lðSj � AjÞpð1þ eÞ lnðSjÞ; 1pjpm;

ARTICLE IN PRESS
W. Linde / Journal of Approximation Theory 128 (2004) 207–233214



for a given e40: Define now A :H-l2ðHjÞ by Ah :¼ ðA1h;y;AmhÞ for hAH: Then

we have rkðAÞonm and in view of

jjðS � AÞhjj2 ¼
Xm

j¼1
jjðSj � AjÞhjj2Hj

one easily gets

lmnðSÞ2plðS � AÞ2p
Xm

j¼1
lðSj � AjÞ2pð1þ eÞ2

Xm

j¼1
lnðSjÞ2: ð3:4Þ

Thus (3.3) follows directly from (3.2) and (3.4). &

Our next objective is to estimate the degree of compactness of Ra � RD
a as defined

in (2.1) and (2.2) in the case aeN: The basic idea is to reduce this case to that of
integer a’s. To this end let us introduce another version of Ra: Given D ¼ ½a; b� in
½0; 1� define R0

a on L2½0; b� by

ðR0
a f ÞðtÞ ¼

1

GðaÞ
R t

0ðt � sÞa�1f ðsÞ ds : 0ptoa;

1

GðaÞ
R t

a
ðt � sÞa�1f ðsÞ ds : aptpb:

8>><
>>: ð3:5Þ

For a40 this is a well-defined operator with values in L2½0; b� while for a41
2
it has

even values in C½0; b�: Furthermore let Sa (for D ¼ ½a; b� as before) be defined by
(2.5). Then the following multiplication formula will play an important role later on.

Lemma 3.2. Suppose a41
2

and b40: Then we have

Saþb ¼ R0
a3Sb þ Sa3R

0
b: ð3:6Þ

Here Sb and R0
b are regarded as operators into L2ðDÞ and into L2½0; b�; respectively. In

particular, if aAN; then

Saþb ¼ R0
a3Sb þ Fa; ð3:7Þ

where Fa is an operator of rank less or equal than a:

Proof. To verify (3.7) we first observe that

Sa ¼ Ra � R0
a ð3:8Þ

and

Raþb ¼ Ra3Rb as well as R0
aþb ¼ R0

a3R
0
b: ð3:9Þ

Consequently, by (3.8)

Raþb ¼Ra3Rb ¼ ½R0
a þ Sa�3½R0

b þ Sb�

¼R0
aþb þ Sa3R

0
b þ R0

a3Sb þ Sa3Sb: ð3:10Þ
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Note that Sb maps into L2ðDÞ while Sa is defined on L2½0; a�; thus Sa3Sb ¼ 0: Since

Saþb ¼ Raþb � R0
aþb;

from (3.10) we derive (3.6).

If aAN; by Lemma 2.1 we get rkðSaÞpa: Thus setting Fa :¼ Sa3R
0
b by (3.6) this

immediately leads to (3.7). &

The following observation about representation (3.6) will be important later on:

Since Sb maps L2½0; a� into L2ðDÞ; by the definition of R0
a (compare (3.5)) the first

term in (3.6) may also be written as

R0
a3Sb ¼ ½Ra : L2ðDÞ-CðDÞ�3½Sb : L2½0; 1�-L2ðDÞ�: ð3:11Þ

Here the first operator at the right-hand side of (3.11) has to be understood as the
restriction of Ra to functions in L2½0; 1� having their support in D:
Consequently, in view of (2.4) we obtain the following result.

Corollary 3.3. Let D1;y;Dm be as before and suppose that aAN: Then for any b40
we have

Raþb � RD
aþb ¼ RD

a 3
Xm

j¼1
S

j
b

 !
þ F ; ð3:12Þ

where F is an operator with rkðFÞpam:

In view of (3.12) it is necessary to get more information about the

degree of compactness of the operators S
j
b ; 0obo1; regarded as mappings

into L2ðDÞ:

Lemma 3.4. Define Sb : L2½0; a�-L2ðDÞ; D ¼ ½a; b�; by

ðSb f ÞðtÞ :¼ 1

GðbÞ

Z a

0

ðt � sÞb�1f ðsÞ ds:

If 0obo1; then there are constants c; cb40 (independent of D) such that for all nX2

dnðSbÞpc 
 e�cbn1=2 
 jDjb: ð3:13Þ

Proof. We split the proof into three steps. In a first one we investigate the operator
SN

b mapping L2½1;NÞ into C½0; 1� defined by

ðSN

b f ÞðtÞ :¼
Z

N

1

½ðt þ sÞb�1 � sb�1� f ðsÞ ds

and we claim that

dnðSN

b :L2½1;NÞ-C½0; 1�Þpc 
 Gðn þ 3� bÞ
Gðn þ 2Þ 
 2�n: ð3:14Þ
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To verify this take fAL2½1;NÞ and let PnðSN

b f ; tÞ be the nth Taylor polynomial of

SN

b f taken at the point t0 ¼ 1
2
: Then it follows that

jðSN

b f ÞðtÞ � PnðSN

b f ; tÞjp 1

2n

 ð1� bÞð2� bÞyðn þ 2� bÞ

ðn þ 1Þ!

Z
N

1

s�n�1þbj f ðsÞj ds

p c 
 Gðn þ 3� bÞ
Gðn þ 2Þ 
 2�njj f jj2

which proves (3.14).
In a second step we fix a number LX1 and define an operator

SL
b : L2½0;L�-L2½0; 1� by

ðSL
b f ÞðtÞ :¼

Z L

0

ðt þ sÞb�1f ðsÞ ds: ð3:15Þ

We are going to prove that for nX2

dnðSL
b : L2½0;L�-L2½0; 1�Þpc 
 e�cbn1=2 ð3:16Þ

with c; cb40 independent of L: To this end write

SL
b ¼ S

ð1Þ
b þ S

ð2Þ
b þ F ; ð3:17Þ

where

ðSð1Þ
b f ÞðtÞ :¼

Z 1

0

ðt þ sÞb�1f ðsÞ ds;

ðSð2Þ
b f ÞðtÞ :¼

Z L

1

½ðt þ sÞb�1 � sb�1� f ðsÞ ds

and the operator F is defined by

ðFf ÞðtÞ :¼
Z L

1

sb�1f ðsÞ ds:

A result of Laptev (cf. [14]) asserts

dnðSð1Þ
b : L2½0; 1�-L2½0; 1�Þpc 
 e�cbn1=2 ð3:18Þ

and (3.14) lets us conclude

dnðSð2Þ
b : L2½1;L�-L2½0; 1�Þpc 
 Gðn þ 3� bÞ

Gðn þ 2Þ 
 2�n ð3:19Þ

with c40 independent of L: Of course, rkðFÞ ¼ 1; hence by (3.17)

d2nðSL
b ÞpdnðSð1Þ

b Þ þ dnðSð2Þ
b Þ;

i.e. by (3.18) and (3.19) we have dnðSL
b Þpc 
 e�cbn1=2 as long as nX2: This proves

(3.16).
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In a last step we verify now (3.13). Thus put d :¼ jDj: By isometric transformations
(change of variables) it follows that

dnðSbÞ ¼ db 
 dnðS̃bÞ; ð3:20Þ

where S̃b maps L2½0; 1=d� into L2½0; 1� and

ðS̃b f ÞðtÞ :¼
Z 1=d

0

ðt þ sÞb�1f ðsÞ ds:

Of course, by (3.16) (with L ¼ 1=d) and by (3.20) we finally get (3.13) as
asserted. &

Corollary 3.5. Let s1Xs2X?X0 be the singular numbers of Sb: Then,

snpc 
 e�cbn1=2 
 jDjb

provided that nX2: Hence

l2ðSbÞ ¼
XN
n¼2

s2n

 !1=2

pc 
 jDjb: ð3:21Þ

Remark. It is not difficult to see that (3.21) remains true for l1ðSbÞ ¼ lðSbÞ provided
that 0obo1

2
while it is no longer valid for lðSbÞ when 1

2
pbo1:

We are now in the position to extend Proposition 2.2 to fractional integration
operators with arbitrary index.

Proposition 3.6. Let D1;y;Dm be as before intervals in ½0; 1� with disjoint interior and

with union D and suppose sup1pjpmjDjjpd: Then for aX1 there is a natural number

k ¼ kðaÞ such that

dkmðRa : L2½0; 1�-CðDÞÞpc 
 m�1=2 
 da�1=2: ð3:22Þ

Proof. Given aX1; in view of Proposition 2.2 we may suppose that a ¼ k þ b where
kAN and 0obo1: By (3.12) we get

Ra � RD
a ¼ RD

k 3S þ F ;

where S ¼
Pm

j¼1 S
j
b and rkðFÞpkm; consequently,

dmð2kþ5ÞðRa � RD
a Þpdmðkþ1ÞðRD

k Þ 
 d4mðSÞ: ð3:23Þ
We estimate now both terms on the right-hand side of (3.23) separately. Because of
(2.11), (2.10) and (2.9) we obtain

dmðkþ1ÞðRD
k Þpc 
 m�1=2 
 dk�1=2 ð3:24Þ

while Lemma 3.1 for n ¼ 2 together with (3.21) yields

ffiffiffiffiffiffiffi
2m

p

 d4mðSÞp

Xm

j¼1
l2ðS j

bÞ
2

 !1=2

pc 
 m1=2 
 db: ð3:25Þ
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Combining (3.23)–(3.25) finally gives

dmð2kþ5ÞðRa � RD
a Þpc 
 m�1=2 
 da�1=2;

thus for each lAN we conclude

dmð2kþ5þlÞðRaÞpdmlðRD
a Þ þ c 
 m�1=2 
 da�1=2 ð3:26Þ

and

dmð2kþ5þlÞðRD
a ÞpdmlðRaÞ þ c 
 m�1=2 
 da�1=2: ð3:27Þ

We argue now as in the proof of Proposition 2.2, i.e. we first apply (3.26) with
l ¼ 2k þ 6; then (2.11), next (3.27) with l ¼ 1 and finally (1.3). Doing so it follows
that

dmð4kþ11ÞðRaÞp dmð2kþ6ÞðRD
a Þ þ c1 
 m�1=2 
 da�1=2

¼ dmð2kþ6ÞðR
*D
a Þ þ c1 
 m�1=2 
 da�1=2

p dmðR̃aÞ þ c2 
 m�1=2 
 da�1=2

p c3 
 m�1=2 
 da�1=2

This completes the proof with k ¼ 4 ½a� þ 11: &

Remark. We do not know whether or not (3.22) remains valid for 1
2
oao1: At least

our methods do not apply for those a’s.

Proof of Theorem 1.2. The assertion follows from Proposition 3.6 exactly in the
same way as in the case aAN (where we used Proposition 2.2 instead).

4. Lower estimates

The aim of the present section is to prove Theorem 1.4. Again we start with the
investigation of integer a’s.

Lemma 4.1. Let KD½0; 1� be a compact set and suppose that there are s1;y; smAK

such that

jsi � sjjXd; iaj: ð4:1Þ

If ID½0; 1� is defined by

I :¼
[m
j¼1

sj �
d
2
; sj þ

d
2

� �
;

then for aAN it follows that

dnðRa : L2ðIÞ-CðKÞÞXc 
 n�1=2 
 log me

n

� �1=2

da�1=2; 1pnpm:
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Proof. We choose a function c : R-½0;NÞ possessing the following properties:

(i) suppðcÞCð0; 1Þ;
(ii) cð1=2Þ ¼ 1 and
(iii) c is a-times continuously differentiable.

Setting j :¼ cðaÞ; we also have suppðjÞCð0; 1Þ and, moreover, because of aAN it
follows that Raj ¼ c: With the help of this function j we construct now functions
jj ; 1pjpm; by

jjðsÞ :¼ j
s � sj þ d=2

d

� �
; sAR;

satisfying

jjjjjj2 ¼ d1=2 
 jjjjj2 and suppðjjÞC½sj � d=2; sj þ d=2�: ð4:2Þ

Furthermore,

ðRajjÞðtÞ ¼ da ðRajÞ
t � sj þ d=2

d

� �
¼ da c

t � sj þ d=2
d

� �

leads by property (ii) of c to

ðRajjÞðsjÞ ¼ da; 1pjpm: ð4:3Þ

Next we define an operator B : lm
2 -L2ðIÞ by

BðxÞ :¼
Xm

j¼1
xjjj; x ¼ ðx1;y; xmÞ;

which by (4.2) satisfies

jjBðxÞjj2 ¼ d1=2 
 jjjjj2 
 jjxjj2:

Another operator F : CðKÞ-lm
N

is given by

Fð f Þ :¼ ð f ðsjÞÞm
j¼1; fACðKÞ:

Of course, jjFjjp1 and in view of (4.3) it follows that

ðF3Ra3BÞðxÞ ¼ da 
 x; xAlm
2 ;

i.e. we have

F3Ra3B ¼ da 
 i2;N

where i2;N : lm
2 -lm

N
denotes the canonical identity map. Consequently,

da 
 dnði2;NÞpjjBjj 
 dnðF3Ra :L2ðIÞ-lm
N
Þpd1=2 
 jjjjj2 
 dnðRa : L2ðIÞ-CðKÞÞ

which completes the proof because of a deep Theorem of Garnaev and Gluskin (cf.
[10]) asserting

dnði2;NÞXc 
 n�1=2log
me

n

� �1=2
; 1pnpm: & ð4:4Þ
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As an immediate consequence of Lemma 4.1 we get the following stronger version
of Theorem 1.4 in the case of integer a’s.

Proposition 4.2. Suppose aAN and regard Ra as operator from L2½0; 1� to CðKÞ for a

certain compact set KD½0; 1�: Then it follows that

dmðRa : L2½0; 1�-CðKÞÞXc 
 m�1=2 
 emðKÞa�1=2:

Proof. Given mAN we choose a d with emðKÞ=2pdoemðKÞ: Then there are s1;y; sm

satisfying (4.1), hence Lemma 4.1 applies with n ¼ m: Note that, of course,

dmðRa : L2ðIÞ-CðKÞÞpdmðRa : L2½0; 1�-CðKÞÞ:

This completes the proof. &

Before treating the non-integer case we need another lemma for later purposes.

Lemma 4.3. Let D1;y;Dm be intervals in ½0; 1� with disjoint interior and jDjjpd;
1pjpm: Then for bAð0; 1Þ there is a kAN such that

dkmðRb :L2½0; 1�-L2ðDÞÞpc 
 db; ð4:5Þ

where, as before, D ¼
Sm

j¼1 Dj:

Proof. The proof follows almost exactly as that of Proposition 3.6 and we use the

same notation as there. Writing Rb ¼ Sb þ RD
b by (3.25) it follows that d4mðSbÞpc 


db: Hence, if nAN; we obtain the estimates

dnþ4mðRbÞpc 
 db þ dnðRD
b Þ ð4:6Þ

as well as

dnþ4mðRD
b Þpc 
 db þ dnðRbÞ: ð4:7Þ

In contrast to the proof of Proposition 3.6 here R̃b is an operator from L2½0; jDj� into
L2½0; jDj�; thus by (1.3)

dnðR̃bÞpn�b 
 jDjb: ð4:8Þ

Summing up, by (4.6)–(4.8) we finally get

d9mðRbÞp c 
 db þ d5mðRD
b Þ ¼ c 
 db þ d5mðR

*D
b Þ

p c0 
 db þ dmðR̃bÞpc00 
 db:

This proves the assertion with k ¼ 9: &

Now we are in position to prove Theorem 1.4.
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Proof of Theorem 1.4. First observe that it remains to prove (1.9) for non-integer
a’s. Set

k :¼ ½a� þ 1 and b :¼ k � a: ð4:9Þ

Consequently, we have 0obo1:
For the proof we need a covering D1;y;Dm of K as well as points s1;y; sM in K

with sufficiently large distance. Let us start with the construction of the covering.
For a given mAN we choose intervals D1;y;Dm with disjoint interior such that

KD
Sm

j¼1 Dj :¼ D and, moreover, sup1pjpmjDj jp2 
 emðKÞ: Next we choose some well
separated points in K : For a number M42m which will be specified later on take
d40 such that

eMðKÞ
2

pdoeMðKÞ: ð4:10Þ

Then there are s1;y; sMAK for which jsi � sjjXd if iaj: With these sj’s we define

now intervals Ij possessing disjoint interiors by

Ij :¼ sj �
d
2
; sj þ

d
2

� �
; 1pjpM:

Let DDf1;y;Mg be the set D :¼ fjpM: IjDDg: Then it follows that %m :¼ #ðDÞ
satisfies %mXM � 2m and, moreover,

I :¼
[
jAD

IjDD: ð4:11Þ

For a more precise formulation of the following arguments we denote by JI and JD

the canonical embeddings from L2ðIÞ and L2ðDÞ into L2½0; 1�; respectively. If k is
defined by (4.9), then by Lemma 4.1 we obtain for each nAN the estimate

dnðRk3JD : L2ðDÞ-CðKÞÞX dnðRk3JI : L2ðIÞ-CðKÞÞ

X c 
 n�1=2 
 log %me

n

� �1=2


dk�1=2: ð4:12Þ

Next we apply the semigroup property of the Riemann–Liouville operators. Recall
that k ¼ aþ b: Doing so we obtain

½Rk3JD : L2ðDÞ-CðKÞ� ¼ ½Ra : L2½0; 1�-CðKÞ�3½Rb3JD : L2ðDÞ-L2½0; 1��

and, consequently, by (4.12) for any lAN with l þ mp %m it follows that

c 
 ðl þ mÞ�1=2 
 log %me

l þ m

� �1=2


dk�1=2

pdmðRa :L2½0; 1�-CðKÞÞ 
 dlðRb3JD :L2ðDÞ-L2½0; 1�Þ: ð4:13Þ

We claim now that for 0obo1 there exists a natural number k with

dkmðRb3JD : L2ðDÞ-L2½0; 1�Þpc 
 emðKÞb: ð4:14Þ

Assume for a moment that (4.14) has already been proven. Then we may precise the
choice of the number M from above as M :¼ ðkþ 3Þm; hence %mXðkþ 1Þm; and
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using (4.13) with l :¼ km we derive from (4.14) and (4.10) that

c0 
 eMðKÞk�1=2 
 m�1=2p dmðRa : L2½0; 1�-CðKÞÞ 
 dkmðRb3JD : L2ðDÞ-L2½0; 1�Þ

p c 
 dmðRa : L2½0; 1�-CðKÞÞ 
 emðKÞb: ð4:15Þ

In view of (1.8) we have

emðKÞk�1=2pr 
 eMðKÞk�1=2

for a certain rX1 depending on l in (1.8) and on a: Hence (4.15) leads to the desired
estimate

dmðRa : L2½0; 1�-CðKÞÞXc 
 m�1=2 
 emðKÞk�b�1=2 ¼ c 
 m�1=2 
 emðKÞa�1=2:

Consequently, to complete the proof it remains to verify (4.14). First note that for
any nAN

dnðRb3JD : L2ðDÞ-L2½0; 1�Þ ¼ dnðJ�
DR�

b :L2½0; 1�-L2ðDÞÞ; ð4:16Þ

where the dual operator J�
DR�

b acts as

ðJ�
DR�

b f ÞðsÞ ¼ 1

GðbÞ

Z 1

s

ðt � sÞb�1f ðtÞ dt; sAD:

By an easy isometric transformation J�
DR�

b may be transformed to

%Rb : L2½0; 1�-L2ð %DÞ with

ð %Rb f ÞðuÞ :¼ 1

GðbÞ

Z u

0

ðu � vÞb�1f ðvÞ dv; uA %D:

Here the set %D is defined by %D :¼ %D1,?, %Dm with %Dj :¼ f1� u : uADjg for 1pjpm:

Observe that j %Djj ¼ jDjjp2 
 emðKÞ; hence we are in the situation of Lemma 4.3 and

this leads to

dkmð %RbÞpc 
 emðKÞb; ð4:17Þ

where, for example, k may be chosen as k ¼ 9: In view of (4.16) and using

dnðJ�
DR�

bÞ ¼ dnð %RbÞ by (4.17) we get the desired estimate (4.14). This completes the

proof of Theorem 1.4. &

Questions. 1. We do not know whether or not the regularity condition (1.8) is indeed
necessary for the lower estimate in the non-integer case. Note that for integer a’s
Theorem 1.4 holds without any extra assumption about the behavior of emðKÞ:
2. We believe that Theorem 1.4 is also valid for the entropy numbers of Ra; yet

could not verify this because we do not know whether or not (4.5) is true for the
entropy numbers as well. But observe that (1.9) holds for integer a’s. Indeed, using
instead of (4.4) an estimate for the entropy numbers of the embedding i2;N due to

Schütt (cf. [28]) by the same arguments as before

emðRa : L2½0; 1�-CðKÞÞXc 
 m�1=2 
 emðKÞa�1=2

whenever aAN:
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5. Metric entropy of fractal sets

In view of Theorems 1.2 and 1.4 it is important to find precise upper and lower
estimates for emðKÞ where KC½0; 1� is a compact set with jK j ¼ 0: Before stating a
general representation theorem for those sets let us introduce the following class of
functions on ½0; 1�:

A :¼
(

A : ½0; 1�-½0; 1� : AðtÞ

¼
X
tkpt

ak for certain tkAð0; 1Þ; akX0;
XN
k¼1

ak ¼ 1

)
: ð5:1Þ

Note that A is exactly the set of distribution functions of discrete probability
measures on ð0; 1Þ:

Proposition 5.1. Let KC½0; 1� be compact with

0AK ; 1AK and jK j ¼ 0: ð5:2Þ

Then there is a function AAA such that

K ¼ fAðtÞ: 0ptp1g: ð5:3Þ

Proof. We may represent the complement Kc of K (taken in ½0; 1�) in the form

Kc ¼
[N
k¼1

Gk ð5:4Þ

with open, disjoint intervals G1;G2;y: Setting ak :¼ jGkj; k ¼ 1; 2;y; in view of
jK j ¼ 0 we obtain

XN
k¼1

ak ¼ 1: ð5:5Þ

By induction we choose now real numbers tkAð0; 1Þ such that tkotl for certain
1pkaloN iff the interval Gk is on the left hand side of Gl :With these ak’s and tk’s
we define a function A by

AðtÞ :¼
X
tkpt

ak; 0ptp1:

Because of (5.5) it follows that AAA and, moreover, by the construction of the tk’s it
holds

Aðtk � 0Þ ¼
X
tlotk

jGl j and AðtkÞ ¼
X
tlptk

jGl j;

thus Gk ¼ ðAðtk � 0Þ;AðtkÞÞ for k ¼ 1; 2;y: Take now xA½0; 1�: This element
does not belong to the closure of the range of A iff there is a number kX1
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with Aðtk � 0ÞoxoAðtkÞ; hence

½0; 1�\fAðtÞ : 0ptp1g ¼
[N
k¼1

ðAðtk � 0Þ;AðtkÞÞ ¼ Kc

completing the proof. &

Remarks.

(1) Of course, in representation (5.3) the function AAA may always be chosen such
that the weights ak tend to zero monotonely.

(2) It is not difficult to see that, conversely, every K represented as in (5.3) (with a
suitable function AAA) satisfies (5.2).

Proposition 5.2. Suppose a compact set KC½0; 1� admits representation (5.3) with a

function AAA for which a1Xa2X?X0: Then it follows that

e2mþ1ðKÞp1

m

XN
k¼mþ1

ak ð5:6Þ

while

emðKÞXam

2
: ð5:7Þ

Proof. Let us first verify (5.6). Suppose the complement of K in ½0; 1� is represented
as in (5.4), i.e.

Kc ¼
[N
k¼1

Gk with jGkj ¼ ak:

Fix mAN now and let C0;y;Cm be the gaps between G1;y;Gm; i.e. C0;y;Cm are
closed disjoint intervals (also disjoint to each Gk; 1pkpm) with

[m
j¼0

Cj,
[m
k¼1

Gj ¼ ½0; 1�:

Then we obtain

KD
[m
j¼0

Cj ð5:8Þ

as well as

Xm

j¼0
jCjj ¼ 1�

Xm

k¼1
jGkj ¼

XN
k¼mþ1

ak: ð5:9Þ

Given a number d40 each set Cj may be covered by at most d�1 
 jCj j þ 1

open intervals of length less than d: Consequently, by (5.8) the set K admits a
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d-cover by at most

d�1 

Xm

j¼0
jCjj þ m þ 1 ð5:10Þ

open intervals. Applying (5.10) with

d ¼ dm ¼ 1

m

XN
k¼mþ1

ak;

in view of (5.9) the set K may be covered by 2m þ 1 intervals of length less than dm:
In other words,

e2mþ1ðKÞpdm ¼ 1

m

XN
k¼mþ1

ak

as asserted.
Estimate (5.7) is even easier to prove. Indeed, fix again mAN and define elements

skA½0; 1�; 1pkpm; by sk :¼ AðtkÞ: By the construction we have skAK ; and for kal

there is either an interval of length ak or of length al in-between sk and sl : Since the
ak’s are decreasing this implies

jsk � sl jXminfak; algXam:

Thus there exist m elements in K with mutually distance of at least am yielding
emðKÞXam=2 as asserted.

Corollary 5.3. Suppose that the weights ak of AAA satisfy akEk�y 
 ðlog kÞb for some

y41 and bAR and let KC½0; 1� be generated by A as in (5.3). Then independent of the

choice of the tk’s we have

emðKÞEm�y 
 ðlog mÞb:

Remark. If either the ak’s tend to zero very rapidly, e.g. ak ¼ 2k; or very slowly, e.g.

akEk�1 
 ðlog kÞ�b for some b41; then Proposition 5.2 does not lead to sharp
estimates for emðKÞ: Here the tk’s (more precisely, the way how the tk’s are ordered)
are important for the degree of compactness of K :

Example. Let us treat as an example the classical Cantor set C in ½0; 1�: As can be
seen easily, this set may be generated by a function A where the decreasing weights ak

satisfy akEk�log 3=log 2: Consequently, it follows that

dmðRa : L2½0; 1�-CðCÞÞEemðRa : L2½0; 1�-CðCÞÞEm�1=2�yða�1=2Þ;

where y ¼ log 3=log 2:

Proposition 5.2 allows us to reformulate Theorems 1.2 and 1.4. Given a function

AAA (we always suppose now that the weights ak are in decreasing order) and a41
2
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we may define an operator RA
a : L2½0; 1�-C½0; 1� as follows.

ðRA
a f ÞðtÞ :¼ 1

GðaÞ

Z AðtÞ

0

ðAðtÞ � sÞa�1f ðsÞ ds; 0ptp1: ð5:11Þ

Proposition 5.4. For AAA with (decreasing) weights ak let RA
a be defined by (5.11).

Then the following are valid.

(1) For certain kAN and c40 it follows that

dkmðRA
a : L2½0; 1�-C½0; 1�Þpc 
 m�a 


XN
k¼mþ1

ak

 !a�1=2

: ð5:12Þ

(2) If akEk�yðlog kÞb for some y41 and bAR; then this implies

dmðRA
a : L2½0; 1�-C½0; 1�ÞE emðRA

a : L2½0; 1�-C½0; 1�Þ

Em�1=2�yða�1=2Þ 
 ðlog mÞbða�1=2Þ: ð5:13Þ

Remark. Suppose that the weights ak of the function A are not necessarily

normalized, i.e. it holds
P

N

k¼1ak ¼ d for some d40: In this case the operator RA
a

maps L2½0; d� into C½0; 1�: Yet by the scaling properties of Ra estimates (5.12) as well
as (5.13) remain valid in this more general situation (without any extra factor
depending on d).

6. Probabilistic applications

Given a Hilbert space H and an operator S :H-CðKÞ for a certain compact
metric space K such that

XS :¼
XN
j¼1

xjSfj ð6:1Þ

converges a.s. (in CðKÞ) for some (each) ONB ð fjÞjX1 in H (here as in (3.1) the xj’s

are i.i.d. standard normal) we may regard XS as stochastic process indexed by K:
More precisely, we set

XSðtÞ :¼
XN
j¼1

xjðSfjÞðtÞ; tAK : ð6:2Þ

Note that XS ¼ ðXSðtÞÞtAK is then a centered Gaussian process possessing a.s.

continuous paths. For example, if

XN
m¼1

m�1=2 emðSÞoN ð6:3Þ
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by Dudley’s theorem (cf. [8]) combined with a result in [32] the sum in (6.1) converges
a.s., hence the process XS over K is well-defined with a.s. continuous paths.
A higher degree of compactness of the operator S leads to better small deviation

estimates for the process XS: More precisely, the following was proved in [12,17].

Proposition 6.1. Given g40 and bAR the following are equivalent.

(i) emðSÞ%m�1=2�gðlog mÞb;

(ii) �logP sup
tAK

jXSðtÞjpe
� �

%e�1=g logð1=eÞb=g:

Moreover, the above equivalence remains valid for E instead of % in (i) and (ii),
respectively.

Here we have used the following notation: Given two functions f and g on ð0;NÞ;
then f ðeÞ%gðeÞ means that there is a constant c40 such that f ðeÞpc 
 gðeÞ for small
e40: We write f ðeÞEgðeÞ provided that f ðeÞ%gðeÞ holds together with gðeÞ%f ðeÞ:
Let H40 be given and let K be a compact subset of ½0; 1�: Then we regard the

Riemann–Liouville operator RHþ1=2 as before as operator from L2½0; 1� into CðKÞ:
In view of (1.3) for all H40 this operator satisfies (6.3), hence for any fixed ONB
ð fjÞjX1 in L2½0; 1� the process

WHðtÞ :¼
XN
j¼1

xj ðRHþ1=2 fjÞðtÞ

¼ 1

GðH þ 1=2Þ
XN
j¼1

xj

Z t

0

ðt � sÞH �1=2
fjðsÞ ds; tAK;

is a well-defined centered Gaussian process with a.s. continuous paths over K : The
process WH ¼ ðWHðtÞÞtAK is usually called (cf. [18]) Riemann–Liouville process with

Hurst index H: For H ¼ 1
2
the process WH is the Wiener process while for H ¼ k þ 1

2

with kAN we get the k-times (pathwise) integrated Wiener process.
A first application of Proposition 6.1 leads to the following result.

Theorem 6.2. Suppose the compact set KD½0; 1� satisfies emðKÞ%m�y ðlog mÞb for

some yX1 and bAR (again we necessarily have bp0 for y ¼ 1). Then this implies

�logP sup
tAK

jWHðtÞjpe
� �

%e�1=ðyHÞ 
 logð1=eÞb=y: ð6:4Þ

Moreover, if even emðKÞEm�y ðlog mÞb; then

�logP sup
tAK

jWHðtÞjpe
� �

Ee�1=ðyHÞ 
 logð1=eÞb=y: ð6:5Þ
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Proof. Suppose first emðKÞ%m�y ðlog mÞb: Then by Theorem 1.3 this implies

emðRHþ1=2 : L2½0; 1�-CðKÞÞ%m�1=2�yH 
 ðlog mÞbH :

An application of Proposition 6.1 with g ¼ yH and with bH easily gives (6.4) as
asserted.

If even emðKÞEm�yðlog mÞb; this time we may use Corollary 1.5 and obtain

emðRHþ1=2 : L2½0; 1�-CðKÞÞEm�1=2�yH 
 ðlog mÞbH :

Another application of Proposition 6.1 (this time for E) completes the proof of
(6.5). &

Example. In the special case C of the Cantor set it follows that

�logP sup
tAC

jWHðtÞjpe
� �

Ee�log 2=ðH log 3Þ:

In particular, for the k-times integrated Wiener process over C this implies that the

order of its small ball behavior (in the log-level) is e�2 log 2=ðð2kþ1Þlog 3Þ:
In the case 0oHo1 the process WH is tightly related with the fractional Brownian

motion BH of Hurst index H: Recall that BH is a centered Gaussian process indexed
by ½0;NÞ with a.s. continuous paths satisfying

EBHðtÞBHðsÞ ¼ 1
2
ðs2H þ t2H � jt � sj2HÞ; 0pt; soN:

The following concrete representation of BH over ½0; 1� turns out to be very useful.
Let the Hilbert space H be given by H :¼ L2½0; 1�"L2½0;NÞ and define
SH :H-C½0; 1� by

SHð f"gÞ :¼ cHðRHþ1=2f þ QHgÞ:

Here

cH :¼ GðH þ 1=2Þ ð2HÞ�1 þ
Z

N

0

ðð1þ sÞH�1=2 � sH�1=2Þ2 ds

� ��1=2

and the operator QH : L2½0;NÞ-C½0; 1� is defined by

ðQHf ÞðtÞ ¼ 1

GðH þ 1=2Þ

Z
N

0

½ðt þ sÞH�1=2 � sH�1=2� f ðsÞ ds: ð6:6Þ

As shown in [20] (cf. also [27]) the operator SH generates the fractional Brownian
motion BH on ½0; 1� as stated in (6.2), i.e. we have

BHðtÞ :¼
XN
j¼1

xjðSHfjÞðtÞ; tA½0; 1�:

Of course, regarding SH as operator from H into CðKÞ for some compact subset
KD½0; 1�; this operator generates ðBHðtÞÞtAK in the same way. In particular,

Proposition 6.1 applies and relates the behavior of enðSH :H-CðKÞÞÞ with the small
ball behavior of BH over K :
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Consequently, we get the following version of Theorem 6.2 for the fractional
Brownian motion.

Theorem 6.3. Suppose the compact set KD½0; 1� satisfies emðKÞ%m�y ðlog mÞb for

some yX1 and bAR: Then for 0oHo1 this implies

�logP sup
tAK

jBHðtÞjpe
� �

%e�1=ðyHÞ 
 logð1=eÞb=y: ð6:7Þ

Moreover, if even emðKÞEm�y ðlog mÞb; then

�logP sup
tAK

jBHðtÞjpe
� �

Ee�1=ðyHÞ 
 logð1=eÞb=y: ð6:8Þ

Proof. As shown in [1] the operator QH defined in (6.6) satisfies

emðQH : L2½0;NÞ-C½0; 1�Þ%2�c m1=3 ð6:9Þ

with some c40 only depending on H: Of course, then also

emðQH : L2½0;NÞ-CðKÞÞ%2�c m1=3 ð6:10Þ

for any compact subset KD½0; 1�:
Suppose now emðKÞ%m�y ðlog mÞb: Then by Theorem 1.3 this implies

emðRHþ1=2 : L2½0; 1�-CðKÞÞ%m�1=2�yH 
 ðlog mÞbH :

Thus by

e2m�1ðSH :H-CðKÞÞpemðcH RHþ1=2 :L2½0; 1�-CðKÞÞ

þ emðcH QH : L2½0;NÞ-CðKÞÞ

from (6.10) we derive

emðSH :H-CðKÞÞ%m�1=2�yH 
 ðlog mÞbH

as well and the proof of (6.7) may now completed as before by an application of
Proposition 6.1.
Assertion (6.8) follows by similar arguments and thus we omit the proof.

Remark. If K ¼ ½0; 1�; thus y ¼ 1 and b ¼ 0; then (6.8) was first proved in [21,29].
Later on this was sharpened in [16].
Before we state another probabilistic application let us recall some facts about

stable subordinators. Let G1oG2o? be the arrival times of a Poisson process with
intensity 1 and let t1; t2;y be independent, uniformly distributed on ½0; 1�: Assume
that ðGjÞjX1 and ðtjÞjX1 are independent. For some pAð0; 1Þ define the random

function A on ½0; 1� via

AðtÞ :¼
X
tkpt

G�1=p
k ; 0ptp1:
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Then A is a Lévy process over ½0; 1�; non-decreasing and p-stable (usually called p-
stable subordinator, cf. [2] for more information). Let now BH be a fractional
Brownian motion of Hurst index HAð0; 1Þ over ½0;NÞ; independent of the p-stable
subordinator A and define XH as

XHðtÞ :¼ BHðAðtÞÞ; 0ptp1:

Note that for H ¼ 1=2 the stochastic process X1=2 is the so-called 2p-stable Lévy

motion. The small ball behavior of XH (in the usual way and also conditionally, i.e.
for a fixed path of A) may be derived from results for general subordinators in [19] (if

H ¼ 1
2
cf. [31] for the non-conditional case). Not covered by the results in [19] is the

process

YHðtÞ :¼ WHðAðtÞÞ; 0ptp1;

with H41: The deeper reason is that Talagrand’s small ball result (cf. [15, p. 257]), a
basic ingredient in [19], does no longer apply for those H’s.
For a precise formulation of the next result let us suppose that WH is modelled

over ðO;PÞ while A is defined on ðO0;P0Þ:

Proposition 6.4. For 0opo1 let A be a p-stable subordinator independent of WH ;
H40: Then for almost all o0AO0 we have

�logP sup
0ptp1

jWHðAðt;o0ÞÞjpe
� �

Ee�p=H : ð6:11Þ

Proof. By the Strong Law of Large Numbers it follows that limj-NGj=j ¼ 1 a.s.

Hence, almost all weights ak of the subordinator A behave like k�1=p and,
consequently, by Proposition 5.4 and the Remark following it, for a.s. all o0AO0 the

entropy numbers of R
Að 
;o0Þ
Hþ1=2 behave like m�1=2�H=p: Thus the assertion follows from

Proposition 6.1.

Remark. Applying Fatou’s Lemma to (6.11) leads to a one-sided estimate for the
usual (non-conditional) small ball behavior of YH : More precisely, we then get

�log ðP� P0Þ sup
0ptp1

jWHðAðtÞÞjpe
� �

%e�p=H :

The corresponding lower estimate will be treated (in a more general context) in a
forthcoming paper.
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metric compacta, J. Funct. Anal. 81 (1988) 54–73.

[5] B. Carl, I. Kyrezi, A. Pajor, Metric entropy of convex hulls in Banach spaces, J. London Math. Soc.

60 (1999) 871–896.

[6] B. Carl, I. Stephani, Entropy, Compactness and Approximation of Operators, Cambridge University

Press, Cambridge, 1990.

[7] J. Creutzig, Relations between classical, average, and probabilistic Kolmogorov widths, J.

Complexity 18 (2002) 287–303.

[8] R.M. Dudley, The sizes of compact subsets of Hilbert space and continuity of Gaussian processes, J.

Funct. Anal. 1 (1967) 290–330.

[9] K. Falconer, Fractal Geometry. Mathematical Foundations and Applications, Wiley, Chichester,

1990.

[10] A.Yu. Garnaev, E.D. Gluskin, On width of the Euclidean ball, Sov. Math. Dokl. 30 (1984) 200–204.

[11] B.S. Kashin, Diameters of some finite-dimensional sets and classes of smooth functions, Math. USSR

Izv. 11 (1977) 317–333.

[12] J. Kuelbs, W.V. Li, Metric entropy and the small ball problem for Gaussian measures, J. Funct. Anal.

116 (1993) 133–157.
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